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1 Differentiation and Integration of sequences of functions
Theorem 1. f, : [a,b] = R, f,, € R[a,b], f : [a,b] — R such that f, — f then:

1. f € Rla,b]

2. f;f = limy, 00 f; In

If the integral is indefinite then even uniform convergence will not help.For example:

1 X n
fn(x) = {n © [0’ ]

0 else

Theorem 2 (Majorants). Fp[a,w] — R for all w > b f, — f in [a,b] and there exists a ¢ : [a,w] — R
such that|fn] < ¢ and|f| < ¢ and f;”  converges then faw f converges too. Even more so:

w w w w
/fz/ limfnzhm/ fns/ .
a a n—oo TL—)OOa a

fni[0,1] = R fu(z) =2 -n®- e ™ For what values of « does {f,, }uniformly converge?

1.1 Problem

1. It is easy to see that f, 20 since a polynomial growth rate is always smaller than an exponential
one. In order to find the maximum we will use differentiation:

fr(@)ne™ +x-(—n)e ™| =0 1= %

a—1
fn(0) =0, fu(1) =n%™", f (i) =2

e

(&

a—n Large enough n p@—1
n g ghn p
sup|fy, — f| = max<n®-e ", <
[0,1] €

First case: « <1 then supjyy)|fn| — 0 and therefore w e have convergence/

Second case: « > 1 then sup[0,1]| fnl > L'~ 0 and in particular we do not have convergence

(xn% = ‘fn(xn) - f(xn)‘ > % for all n)
2. For what values of «

1 1
/ lim f, = lim In
0 0

n—oo n—oo

We will notice from (a) that ;" lim, o fr =0

1



First Case « < 1 from a theorem on uniform convergence wecan switch, in particular x agrees
with it.

Second case a >1

——
1 a—1 a—1
_ n n _
/ac~n°“emd$:...:— — +no 1
0

for the third item n® ' — 0 iff & < 1 therefore what we wanted to prove is true also for o > 1

This problem is good example for a case when
b
futs fand [ g [ o
a

2 Series of functions

Let u, : [a,b] — R ans we will mark s,[a,b] = R, Sp,(z) > ;_; ug(x) then s, : [a,b] = R we will say that
the series ), converges pointwise if {s,} pointwise converges.
2.1 Theorems

Theorem 3 (Dini). u, : [a,b] — R be continuous and non-negative. and we will assume that f 5

Yomey Up. [ is continuous then the convergence is uniform.

Theorem 4 (Weierstrauss M-test). if we have a u, : I — R I is a segment and we will assume that we
have a sequence of numbers M, such that

1.
M, > ’un(x)’ Forallz eI

00 N
Z M,, < oo Then Z Uy p Uniformly converges
n=1

n=1

From the limit switching theorem We get that if u, : I — R is a series of functions that uniformly
converges in I. If a € I and we will assume that for all n, lim,_,, u,(z) = ¢, and »_ ¢, < oo then

o0 oo
}}gr}l; up(x) = nZ:l Cn
Corollary 1. if u, are continuous then ) u, is continuous.
Theorem 5 (Limit Switching). if we have a g, f, : [1,b] — R such that f € C~1 we will also assume that
1. there ezists a xo € [a,b] such that {fn(x0)} converges.
2. f1 % g

Then there exists f : [a,b] — R such that f, — f and f' = g or in other words, f, = f'



2.1.1 Problems

e Prove that
> x2 1

i) s

Solution: We will notice that for all z € R
2 1 1

Up(X) = = < —
n(®) L+a2-n2  Lyn2 " n?

If the inequality above would only happen for x > xg it would still be OK, for this question, it
would be sufficient that we would have uniform convergence in the segment [z¢, c0) for z € R.

We will choose M,, = % then from the M-test  w, uniformly converges. From the uniform conver-
gence we can use the Imit switching theorem since

— > uy, uniformly converges in R.

- # = ¢, = limg_, 00 un(x) and as we know, oo > %

Therefore from the limit switching theorem we can do:

00 o0 2
. 1 From Calc1 7
lim E up (x E lim wuy,(z E — = —
T—00 :L‘—)oo n 6
n=1 n=1

e If R > 1 does the series Y 7, (;2; uniformly converge in [1, R] (Does the series converge in every
subsection of [1, 00)?

Notice that for all n

and
1

n2

( 1)n+1
— <
n+a: n

Uy () — W

from the M-test we get that the derivative uniformly converges in [1, R] for all R > 0 and from
Leibniz we get that the series Y u,(x) converges pointwise.

= [un(@)] <

Note 1. Tt is sufficient to check if > u,, is a convergent series.
From the derivative theorem we get that the series ) wu, uniformly converges in [1, R]

Leibniz:
ap > 0 Monotonic decreasing = Z(—l)”an Converges.




Theorem 6. Let g, f,, : [a,b] — R be functions so that f, € C' and we will also assume that
1. There exists an xo € [a,b] so that {fn(x0)} converges/
2. fl =g

then there exists an f : [a,b] — R so that f, — g, f' = g or in other words f., = f'.

In another way, g, = f’, gn is continuous = g, € R[a,b]. g, — g and from (2) = g € R[a,b]. we
will define f(x) = f;g(x)oz:z(—kc)

2.2 Problem

1. Prove that for all m,n >0

1 _1\ym . |
/mn.lnmmdxzwm
0 (n+1)m+1

2. Prove that
1 [e'¢)
/ xz %dr = Z n "
0 n=1

3. Prove that the following function is a continuous function

4. Prove that the function » 7, n2z2e~""* uniformly converges in [0, oo

Hint: notice that "
7T — elenz _ Z (_ ) 2" 0™ 2

n!
L +1 1
Int’ by parts " m
Imin B nt1 : lnm$|(1) - ? . 2™ In™ ll’dl‘ = ? Im—l,n
In total: 1)l .
— . m
I = L I
T (gm0 0 1
2. We will define the sequence of functions
—1)"
up(x) = ( ') " In"x € C10, 1]
n!

. We will differentiate 2" In" z and find max|g ;2" In" z (H.W. for all n the maximum is at the
1
point 3).




Differentiation idea: if g, = f,, — f, gn is diferentiable, then:

o, g < max {lon @] Jou 0], | (o)
T 1s an extremum
The goal: to find M, in order to use in the M-test.

We will find max, }un(az)} using the same trick and mark it with My,

T
For every n we will define M,, = < = ne" and because oo > Y M, we get from the M-test that
the series uniformly converges. We will use the theorem on integration in the compact space [0, 1].

u, € C! and in particular u, € R[0,1] and therefore Y u,, € R[0,1] and

/01Zun :Z/Olun

(=1)™-n!
(n+1)n—1

O O G | O G ) L GV T T
/Oun(a:)/ In" zdx = I, = =

n! n! ’ n! (n+ 1)t (n+1)nHl

and from the first section we have for all n: Iy, =

From x we have

1
_ Hint
/ % x =
0

3. Idea: It is sufficient to show that the series uniformly converges since we can switch limits (In (1 + 72>

[e.e]

(_1)n ni1..n . (_1)77, ! ni.n
S z" In xdazzz ] Oxln xdxznzz( +1n+1 Zn

n=0

21n%n
is continuous). However there is no uniform convergence. we will take x,, = nlnn and we will get

Up(Ty) = In? But continuity is local Then it is sufficient to prove uniform continuity in a compact
space.

2

We will set @ > 0 and look at the segment [—a, «]. we will mark wu,(z) = In (1 + L)

n2ln’n

2 In(1+z)<z 2 z€[—a,q] a2
’un |—1n 1+n21n2n = 1+n21n2n = n2ln’n

2

We will mark M, (a) = =%

n2In’n
Vn|up(z)| < My(a)Ve € [—a,a] Vo € Z B ) < oo

And from the M-test we will get that {>_ w,} uniformly converges in [—a, o

Let zp € R and we will set o =|xg| + 1 and in particular 2y € [—a, o] and now > u,, is uniformly
convergent in hte segment [—«, aJand in particular the limit function is continious(since wu,, is con-
tinuous for all n.we will get that »_ u,(z) is continuous at the point x( since z¢ is a general point
we have that > u,(x) is continuous.

2 —nx

4. We will mark u,(z) = n?z?e and therefore:

ul, (z) = 2un2e T — pla2e T = e wn?(2—n’z) =02 =0

° (z)]}

Ty = —=
n2

|un(2)| < max {|u, (0)



Note: If x > z,then u,(x) < 0 ans then u,, decreases in the section (z,,c0) and in particular

xhﬁ\ngo Un () < up(xy)

We will choose M,, := e~ 2. % then for all n max o ‘un(a:)‘ < M, and of course, > M, < oo, from
the M-test the series convegres in (0, 00)

When  We are asked to prove a local property (differentiable/continuous, in R|a,b]...) we will
show uniform continuity in the segemnt [—«, ] for all a and get the required property.

3 Infinite Products

Definition 1. Let {a,} be a series of numbers and we will define P, = [];_, ar, We will say that [[22; ax
converges if the sequence {p,} is a convergent sequence to a value P # 0. If P — 0 then we will say that
the product diverges to 0.

Claim 1. 1. [[,_, aj converges = a, — 1
2. if ap > 0 then [[>2 ;| a, converges < oo > > In(ay)
3. If a, > 0 then the product [[}7 | an converges iff the series > (a,, — 1) converges.

Proof. 1. We will notice that -

2. And since

In ﬁan :zn:ln(ak)
n=1 k=1

00
H ap = eln( o an) _ ezzzl Inay
n=1

since e* - x is a monotonic injective function...

3. We wil mark ¢, =a, —1a,=1+c¢,
an > 0 from (2)

H an is convergent < Z In(ay,) < oo

ln(lgfﬂg)ﬁx
In(a,) =In(1+¢,) < GO,
If a,, > 1 then we have shown here that ) In(a,) converges if the series ) ¢, converges (from the
comparison test).
The series ) In(a,) converges < [ a, converges.
We have shown that for a,, > 1 we have Y (ar — 1) < co = [[a, < o0

for all ¢1, ¢, ..., ¢, € R positive numbers,

n n
14> en < [Jle+1)
k=1 k=1




Hint: proof by induction. We will define as before, ¢ = a — 1

n n n
1+20k§ H(Ck+1)= Hak
k=1 = k=1

k=1

We will get that [];2 a; converges = the series ) (a, — 1) converges.

O]

A useful inequality: from the Taylor expansion of e* we can get the for all x > 0 e > x + 1 and

therefore
N

N N N
[Tan=TT0+en) <[] e =eXnmaee

n+1 n=1 n=1

and therefore if the series converges then the product converges.

3.1 Problem

Calculate []77, cos (5) for o # 0 Reminder: sinz = 2sin(%) cos(%)

sina = 2(205(%) 'Sin(%) = 4COS(%) ‘ COS(%) Sin(%) =..= Q”ECOS <2O;> sin(%) =
Pn
- in(g) (2)
o sin(gy _sina- (3 stno
kl_[lCOS(Qn) = a=> P, = T R
- =

3.2 Questions from tests
1. Prove that
/OO da /°° e
———— —nooo e dx
—oo (1+ 7" —c0

1 P 2

fulz) = @ fnl

N—
Il
® |

1

we will want to show that f, — e + find a Majorant.

H.W.: f,, \, f because (1 + %)n " e and because

1

2\ ™ nt1 9
<1+x> <14 —
n n—+1




Now from Dini: f, € ¢!, and {f,} is a monotonic sequence. f the limit function is also continuous
from Dini’s theorem f, — f

On the other hand, because {f,} is a monotic sequence and in particular |f| < fi, |fn] < fiin
order to finish the proof we only need to show that ffooo f1 converges.

%0 1 © A
/Ooflz/ 1—i—:z:2dx:2/0 md:{;zZngnooarctan\O:ﬂ

—0o0
and in particular we have found a majorant.

. If we have
fn:[0,1] = R e Co,1] Vn € N sup |f1’1(3:)’§1 fo B f
z€(0,1]

Prove that f, — f

Solution: From the homework. we know that f is a Lipschitz function (f, is Lipschitz with a
constant of ¢).

Let € > 0. we will show that there exists an N such that for all n > N we have supy | fn — f| <.
For 0 = £ for all z,y € [0,1] |z —y| =0

[F@) = J )| <le—vl < §

[Ful@) = falw)] <le =yl < 5

Compact: For each sequence of sets I, := (x,, — dp, Ty, + ) if K C UI, then there exists an
{nj}év:l such that K C Uj»vzlln].

3
I = (x 12,x+ﬁ) uN_, I, 2 0,1]

Formally:

vz € [0,1] Fj|z — x| < %

N = % then zy = % -& > 1 and in particular a finite number of points such that the sections cover
[0, 1].

For all 1 < j < N from point wise convergence there exists an N; such that for all n > Nj,
| fn(z;) — fz;)| < § we will choose M = maxj<j<y N; < oo for all n > M we have that for any

3
x € [0,1]

ze[x].

|[fa(@) = f(@)| <|ful@) = f(@)] <[fal@) = falz)| +[f(25) = F@)] +[falwj) = fa5)| = 0+ I+ I3



